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АННОТАЦИЯ 
Введение.� Внедрение� технологиƃ� искусственного� интеллекта� (ИИ)� в� здравоохранение� относится� к�

приоритетным�стратегическим�направлениям�развития�отрасли.�Актуальными�являются�задачи�понимания�
социальных�следствиƃ�технологических�инновациƃ.�В�работе�представлен�анализ�эмпирических�данных�
об�ожиданиях�россиƃского�населения�в�связи�с�перспективами�широкого�использования�технологиƃ�ИИ�
в�здравоохранении.�

Материалы�и�методы.�Информационноƃ�базоƃ�работы�являются�данные�репрезентативного�исследования�
населения�Москвы�и�Московскоƃ�области�в�возрасте�от�18�лет�и�старше,�проведенного�в�2024�г.�Использовалась�
система�показателеƃ� и� эмпирических�индикаторов,� позволяющая�охарактеризовать�различные� стороны�
отношения� к� использованию�ИИ� в� здравоохранении� в� контексте� социальных� оценок� и� поведенческих�
ориентациƃ� респондентов.� Анализ� данных� проводился� с� использованием� методов� дискриптивноƃ�
статистики�и�модели�логистическоƃ�регрессии.�

Результаты. Выявлено,� что� положительные� ожидания� от� использования� ИИ� в� здравоохранении�
оказываются�статистически�более�выраженными�по�сравнению�с�негативными�ожиданиями,�отражающими�
возможные�риски�использования�ИИ.�Среди�положительных�ожиданиƃ�чаще�других�респонденты�отмечали�
повышение�результативности�лечения�(61%);�несколько�в�меньшеƃ�степени�–�снижение�затрат�на�лечение,�
расширение�возможностеƃ� лечения�для�пациентов,� эффективное�использование�ресурсов�медицинских�
учреждениƃ� (56–49%).� Негативные� оценки,� отражающие� риски,� с� которыми� может� быть� сопряжено�
внедрение�ИИ�в�здравоохранение,�–�снижение�квалификации�врачеƃ�за�счет�излишнеƃ�опоры�в�работе�на�
технологии;�вопросы�конфиденциальности;�манипуляции�данными�и�предвзятость�рекомендациƃ;�отсут-
ствие�понимания�того,�как�технологии�ИИ�формируют�рекомендации�–�получили�51–44%�упоминаниƃ.�
Различия�в�оценочноƃ�направленности�ожиданиƃ�значимо�связаны�с�возрастом�и�образованием,�а�также�
уровнем� удовлетворенности� медицинским� обслуживанием.� На� основе� использования� логистическоƃ�
регрессии�были�определены�переменные,�влияющие�на�доверие�медицинскому�обслуживанию�с�широким�
использованием�технологиƃ�ИИ.�

Обсуждение.�В�массовом�сознании�существуют�разнонаправленные�ожидания�в�связи�с�внедрением�ИИ�
в�здравоохранение.�Для�успешноƃ�адаптации�к�инновациям�целесообразно�учитывать�проблемные�стороны�
ожиданиƃ,�выявленные�в�ходе�исследования.�Немаловажным�является�обеспечение�человеческого�измерения�
технологических�и�организационно-управленческих�решениƃ�в�сфере�медицинского�обслуживания.�
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ABSTRACT
Introduction.�The�introduction�of�artificial intelligence�(AI)�technologies�in�healthcare�is�one�of�the�priority�

strategic�areas�of�the�industry’s�development.�The�tasks�of�understanding�the�social�consequences�of�technologi-
cal�innovations�are�relevant.�The�paper�presents�an�analysis�of�empirical�data�on�the�expectations�of�the�Russian�
population�in�connection�with�the�prospects�for�the�widespread�use�of�AI�technologies�in�healthcare.

Materials and methods.�Data�come�from�a�representative�sample�of�the�population�aged�18�and�older�con-
ducted�in�Moscow�and�the�Moscow�region� in�2024.�The�research�used�system�of�empirical� indicators�to�char-
acterize�various�aspects�of�attitudes�toward�the�use�of�AI�in�healthcare�in�the�context�of�social�assessments�and�
behavioral�orientations�of�respondents.�Descriptive�statistics�methods�and�a�logistic�regression�model�applied�in�
a�course�of�data�analysis.

Results. It�was�found�that�positive�expectations�from�the�use�of�AI�in�healthcare�are�statistically�more�pro-
nounced�compared�to�negative�expectations�reflecting the�possible�risks�of�using�AI.�Among�the�positive�expecta-
tions,�respondents�most�often�noted�an�increase�in�treatment�effectiveness (61%);�to�a�lesser�extent�–�a�decrease�
in� treatment�costs,� an� expansion�of� treatment�options� for�patients,� and� an�efficien use�of�medical� institution�
resources�(56–49%).�Negative�assessments�reflecting the�risks�that�may�be�associated�with�the�introduction�of�AI�
in�healthcare�–�a�decrease�in�the�qualifications of�doctors�due�to�excessive�reliance�on�technology�in�their�work;�
privacy�issues;�data�manipulation�and�bias�in�recommendations;�lack�of�understanding�of�how�AI�technologies�
form�recommendations�–�received�51–44%.�Differences in�the�evaluative�focus�of�expectations�are�significantly
associated�with�age�and�education,�as�well�as�the�level�of�satisfaction�with�medical�care.�Binary�logistic�regression�
model�help�to�identify�variables�influencing�trust�in�healthcare�with�extensive�use�of�AI�technologies

Discussion.�The� research� identified mass� consciousness�mixed� expectations� regarding� the� introduction�of�
AI�technologies�in�healthcare.�For�successful�adaptation�to�innovation,�it�is�advisable�to�take�into�account�the�
problematic�aspects�of�expectations�the�study�considered.�It�is�important�to�ensure�the�human�dimension�of�tech-
nological�and�organizational-managerial�decisions�in�the�field�of�medical�care
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 ■ ВВЕДЕНИЕ
Важноƃ�предпосылкоƃ�демографического�раз-

вития� нашеƃ� страны� является� здоровье� населе-
ния.� Национальныƃ� проект� «Продолжительная�
и� активная�жизнь»� имеет� целостныƃ� характер� и�
включает� комплекс� мер,� предполагающих� попу-
ляризацию�здорового�образа�жизни,�диспансери-
зацию,�профилактику,�позволяющих�обнаружить�
заболевания�и�приступить�к�их� лечению�на�ран-
них� стадиях.� К� стратегическим� направлениям�
развития�отрасли�относят�цифровизацию�здраво-
охранения,� включая� использование� технологиƃ�
искусственного�интеллекта�(ИИ).�Использование�
ИИ� в� здравоохранении� является�мировым� трен-
дом� и� имеет� потенциал� для� решения� широкого�
круга� задач,� включая� использование� предиктив-
ноƃ�аналитики�для�оценки�персональных�рисков�
пациентов� и� профилактики� заболеваниƃ,� совер-
шенствования� рутинноƃ� деятельности� медицин-
ских�организациƃ�и�др.�областеƃ.�Актуальным�яв-
ляется� анализ� социальных� следствиƃ� внедрения�
технологических�инновациƃ,�общественных�ожи-
даниƃ�и�оценок,�возникающих�в�этоƃ�связи.�

В�статье�приводятся�результаты�исследования,�
в�фокусе�которого�находились�следующие�иссле-
довательские�вопросы:�«Какими�среди�населения�
являются�ожидания�относительно�возможностеƃ�
и� рисков� внедрения� технологиƃ�ИИ� в� здравоох-
ранении?»,� «Какие� переменные�могут� влиять� на�
доверие� людеƃ� медицинскому� обслуживанию� с�
использованием�технологиƃ�ИИ?».�

 ■ МАТЕРИАЛЫ�И�МЕТОДЫ�
Предмет�исследования�–�отношение�населения�

к�перспективам�использования�технологиƃ�ИИ�в�
здравоохранении1.� Эмпирическим� объектом� яв-
лялось�население�Москвы�и�Московскоƃ�области�
в�возрасте�18�лет�и�старше.�Выборочная�совокуп-
ность�репрезентирует�население�по�полу�и�возра-
сту.�Общее�число�опрошенных�–�893�респондента2.�
Метод�сбора�первичных�данных�–�онлаƃн-опрос.�
Полевоƃ�этап�проводился�в�апреле�–�июле�2024�г.��

В� фокусе� исследования� находились� вопросы,�
существенная�часть�которых�имела�прогностиче-
скиƃ�характер.�Изучение�представлениƃ�индиви-
дов�о�тех�или�иных�сторонах�их�будущеƃ�жизне-
деятельности�имеет�особенности,�обусловленные�
спецификоƃ� исследуемоƃ� проблемы,� параметра-
ми� социальноƃ� среды.� В� этоƃ� связи� разработка�
инструментария� количественного� исследования�
предварялась� проведением� качественных� проце-
дур�(интервью),�уточняющих�особенности�интер-
претации�в�целевоƃ�аудиториеƃ�понятия�ИИ.�На�
этоƃ� основе� была� разработана� преамбула� опро-
сника,� предшествующая� содержательным� вопро-
сам,�которая�служила�задаче�обеспечения�единоƃ�

1� Исследование�проводилось�Центром�социологии�идеологических�и�социокультурных�процессов�ИСПИ�ФНИСЦ�РАН�совмест-
но�с�Россиƃским�государственным�социальным�университетом.
2� Предельно�допустимая�ошибка�выборки�составляет�3,3%.

системы�соотнесения�понятия�ИИ�всеми�участни-
ками�количественного�исследования.

Методика� сбора� данных� была� построена� на�
основе� нескольких� групп� показателеƃ� и� эмпи-
рических� индикаторов,� позволяющих� получить�
ответы�на�поставленные�в�работе�исследователь-
ские�вопросы.�При�разработке�системы�показате-
леƃ�учитывались�концептуальные�представления,�
приведенные�в�теоретическом�обзоре�работы.

Первая�группа�показателеƃ�охватывала�пред-
метное� поле� общего� отношения� респондентов� к�
новым� технологиям,� включая� технологии� ИИ.�
Эмпирически� фиксировались:� информирован-
ность� респондентов� об� ИИ;� представления� об�
общеƃ� направленности� влияния� ИИ� на� жизнь�
людеƃ� в� ближаƃшие� 10–20� лет;� самооценка� от-
ношения�к�новым�технологиям�в�связи�с�индика-
торами�знания,�понимания,�деƃствия;�использо-
вание�бытовых�устроƃств�с�элементами�ИИ�(го-
лосовые�помощники,� системы�для�умного�дома,�
ChatGPT�и�др.);�уровень�компьютерноƃ�грамот-
ности�респондентов.�

Вторую� группу� составили� показатели,� харак-
теризующие�представления�о�различных�сторонах�
внедрения�ИИ�в�здравоохранение.�Для�фиксации�
положительных� ожиданиƃ� от� внедрения� ИИ� ис-
пользовались�следующие�индикаторы:�повышение�
результативности�лечения,�снижение�затрат�на�ле-
чение,�рост�эффективности�здравоохранения�в�це-
лом;�расширение�возможностеƃ�для�лечения�паци-
ентов;� повышение�качества� персонального� обслу-
живания.�Ожидания,�сопряженные�с�рисками�или�
негативными� ожиданиями� использования� ИИ,�
отражали� индикаторы:� возможноƃ� предвзятости�
рекомендациƃ;� манипулирования� данными� ИИ;�
понижения�квалификации�врачеƃ;�потери�конфи-
денциальности�персональных�данных�пациентов.�

Третья� группа� показателеƃ� отражала� клю-
чевые� характеристики� отношения� к� внедрению�
ИИ� в� здравоохранение:� доверие� респондентов� к�
медицинскому� обслуживанию,� в� которых� широ-
ко�используются�технологии�ИИ�для�улучшения�
диагностики� и� определения� наилучших� вариан-
тов� лечения;� готовность� респондентов� делиться�
своими�персональными�данными�с�системами�ИИ�
в�здравоохранении.�Также�использовался�индика-
тор� общеƃ� удовлетворенность� медицинским� об-
служиванием�в�регионе�проживания�респондента.

Четвертую� группу� образуют� показатели� ком-
муникативного� поведения� респондентов.� Здесь�
использовались� индикаторы� частоты� и� длитель-
ности�использования�телевидения,�платформ�он-
лаƃн-видео,�социальных�сетеƃ.�

К�пятоƃ� группе�отнесены�социально-демогра-
фические� показатели:� пол,� возраст,� образование,�
сфера�занятости,�уровень�дохода�респондентов.�
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Для� получения� ответов� на� поставленные� ис-
следовательские�вопросы�использовались�различ-
ные�методы.�При�формировании�переменных�ин-
тегральноƃ�оценки�положительных�и�негативных�
ожиданиƃ�от�использования�ИИ�в�здравоохране-
нии�применялся�индексныƃ�метод.�Для�проверки�
правомерности�объединения�исходных�признаков�
(индикаторов)�в�индекс�использовалась�статисти-
ка�надежности�Альфа�Кронбаха,�а�также�процеду-
ра�факторного�анализа.�В�рамках�статистического�
анализа�данных�использовались:�процедуры�ана-
лиза� одномерных� и� двумерных� распределениƃ;�
процедура� бинарноƃ� логистическоƃ� регрессии,�
предполагающая�определение�независимых�пере-
менных,�оказывающих�значимое�в�статистическом�
смысле� влияние� на� зависимую� переменную� (до-
верие�к�использованию�ИИ�в�здравоохранении),�
имеющую�дихотомическую�шкалу�измерения.�

 ■ ТЕОРЕТИЧЕСКИЙ�ОБЗОР
В� литературе� существуют� различные� опреде-

ления�такого�сложного�феномена,�каким�являет-
ся�искусственныƃ�интеллект.�К�атрибутирующим�
признакам�ИИ�обычно�относят:�некоторыƃ�искус-
ственно� созданныƃ� объект;� заданныƃ� человеком�
набор� целеƃ� и� задач;� уровень� сложности� задач,�
изначально� требующих� приложения� интеллекта�
человеческого�уровня;�наличие� автономноƃ� ком-
пьютерноƃ� системы;� подготовленные� системоƃ�
алгоритмические� решения� как� ответ� на� целевые�
задачи.�Согласно�россиƃским�нормативным�доку-
ментам,�понятие�ИИ�охватывает�комплекс�техно-
логических�решениƃ,�позволяющиƃ�имитировать�
когнитивные� функции� человека� (включая� само-
обучение�и�поиск�решениƃ�без�заранее�заданного�
алгоритма)�и�получать�при�выполнении�конкрет-
ных� задач� результаты,� сопоставимые� с� результа-
тами� интеллектуальноƃ� деятельности� человека3.�
Применительно� к� области� здравоохранения� мы�
будем�исходить�из�того,�что�ИИ�представляет�со-
боƃ�компьютерныƃ�процесс,�которыƃ�алгоритми-
чески�принимает�оптимальные�решения�на�осно-
ве�нескольких�критериев�с�использованием�одноƃ�
ли�нескольких�моделеƃ�машинного�обучения�[1].�
Данное�определение�является�основанием�для�ме-
тодических�решениƃ,�которые�были�реализованы�
в�эмпирическоƃ�части�исследования.�

Рассмотрим�ряд�концептуальных�посылок,�со-
ставляющих�теоретическую�основу�исследования.�
Одноƃ�из�наиболее�известных�концепциƃ,�связан-
ных�с�задачами�осмысления�информационно-ком-
муникативных� инновациƃ� является� т.н.� модель�
принятия� технологиƃ� (Technology� Acceptance�
Model�–�TAM)�[2].�Согласно�модели,�детермини-
рующую�роль�в�принятии�технологии�имели�пе-
ременные�воспринимаемоƃ�полезности�и�воспри-
нимаемоƃ� простоты� использования� технологии.�
3� Указ�Президента�Россиƃскоƃ�Федерации�от�10.10.2019�№�490�«О�развитии�искусственного�интеллекта�в�Россиƃскоƃ�Федера-
ции».�–�URL:�http://publication.pravo.gov.ru/Document/View/0001201910110003?index=1��(дата�обращения:�18.11.2024).

Впоследствии� анализ�факторов� принятия� техно-
логиƃ� был� расширен� за� счет� учета� роли� субъек-
тивных�норм;�переменных,�отражающих�актуаль-
ность� технологии� для� пользователеƃ,� качество� и�
наглядность�их�применения,�социально-демогра-
фических�признаков�[3].�В�модель�также�были�ин-
тегрированы� показатели� технологическоƃ� готов-
ности�к�инновациям�[4].�

Существенную� роль� в� связи� с� изучением� рас-
пространения� новых� технологиƃ,� включая� ИИ,�
имеет� фактор� доверия� пользователеƃ.� Доверие�
здесь�трактуется�как�ожидание�деƃствия�техноло-
гическоƃ� системы� в� интересах� пользователя� без�
надзора�и�контроля.�Считается,�что�доверие�инте-
грирует�характеристики�намерения�и�фактическо-
го�поведения.�В�ряде�исследованиƃ�было�подтверж-
дено�наличие�связеƃ�между�доверием�и�ключевыми�
составляющими�принятия�новых�технологиƃ�[5;�6].

В� современных� обществах� здоровье� являет-
ся�фундаментальноƃ� ценностью,� что� объективно�
соотносится� с� вопросом� распространения� техно-
логиƃ.� Вероятность� принятия� индивидом� новых�
технологиƃ� в� секторе� здравоохранения� увеличи-
вается�в�зависимости�от�того,�насколько�человек�
считает� свое� здоровье� подверженным� риску� [7].�
Анализ� принятия� технологиƃ� ИИ� в� области� ме-
дицинских� услуг� показал,� что� положительные�
ожидания� в� части� улучшения� здоровья� имеют�
наибольшее� в� статистическом� плане� влияние� на�
представления� о� функциональности� технологии�
[8].�Считается,�что�для�здравоохранения�актуаль-
ным�является�интеграция�интуитивного�и�анали-
тического� мышления� медицинских� экспертов� и�
развитых� вычислительных� мощностеƃ� ИИ.� Это�
тем� более� так,� поскольку� пациенты�не� обладают�
экспертным� знанием� в� области� медицины� и� во�
многом� зависят� от� рекомендациƃ,� которые� фор-
мируются�при�участии�ИИ�[1].

Для� понимания� особенностеƃ� использования�
сложных� технологических� систем,� включая� ИИ� в�
медицине,� предложена� идея� делегирования� задач�
[9].� Делегирование� характерно� для� сферы� оказа-
ния�медицинских�услуг,�когда�индивиды�затронуты�
системоƃ�ИИ�через�других�субъектов.�Поэтому�не-
обходимым� является� анализ� таких� характеристик�
делегирования,�как�доверие�агенту;�восприятие�про-
зрачности,�объяснимости,�контроля�как�составляю-
щих�подотчетности�технологическоƃ�системы�[10].

Актуальными�для�нашеƃ�работы�являются�вы-
воды�исследователеƃ�о�том,�что�технологии�ИИ�(в�
том�числе�в�области�здравоохранения)�являются�
социально-техническим� феноменом.� Алгоритми-
ческие� решения,� лежащие� в� основе� технологиƃ,�
функционируют� не� сами�по� себе,� а� оказываются�
встроенными� в� социальныƃ� и� институциональ-
ныƃ� контекст� [11].� При� этом� технологии� ИИ�
могут� быть� как� средством� решения� актуальных�
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проблем,�так�и�источником�риска.�Поэтому�в�ли-
тературе�предлагается�еще�один�ракурс�оценки�–�
общественное�принятие�и�социальные� следствия�
внедрения�технологиƃ�ИИ�[12].

В� последние� годы� внимание� отечественных�
ученых� и� специалистов� к� проблематике� ИИ� в�
здравоохранении� было� достаточно� активным.�
Не� в� последнюю� очередь� это� определяется� тем,�
что� цифровизация� здравоохранения,� включая�
использование� ИИ� для� анализа� персональных�
рисков� пациентов� и� развития� персонифициро-
ванноƃ� профилактики� заболеваниƃ,� рассматри-
ваются� в� качестве�приоритетных� стратегических�
направлениƃ�отрасли�[13,�с.�42].�В�этоƃ�связи�от-
дельное� исследовательское� направление� связано�
с�оценкоƃ,�разработкоƃ�и�внедрением�технологиƃ�
ИИ�для�решения�прикладных�задач�медицинскоƃ�
профилактики�и�лечения�[14;�15;�16].�

Применительно� к� социально-гуманитарному�
корпусу� знаниƃ� обратим� внимание� на� следую-
щие�направления.� Авторы�рассматривали�изуча-
емые�социологиеƃ�перспективы�цифрового�здра-
воохранения,� отражающиеся� в� преобразовании�
структуры�рынка�труда�медицинских�работников.�
Отмечалось,�что�социальные�перспективы�цифро-
визации�должны�учитывать�необходимость�укре-
пления�общегражданских�прав,�реализуемых�при�
получении�медицинскоƃ� помощи� [17].�Обсужда-
лись�этические�проблемы�в�процессе�совместного�
принятия�решениƃ,�возникающие�в�связи�с�актив-
ным� привлечением� систем� ИИ� в� медицинскую�
практику� [18].� Сделан� вывод� об� актуальности�
разработки� этико-правового� и� социального� мо-
ниторинга�рутинного�применения�систем�ИИ�для�
оценки� отдаленных� последствиƃ� ее� внедрения� с�
учетом�отраслевоƃ�специфики�медицины�[19].�

Россиƃские�эмпирические�исследования�о�со-
циальных� ожиданиях,� связанных� с� перспектива-
ми� внедрения�ИИ� в� здравоохранение,� являются�
немногочисленными.� Результаты� исследования�
населения� говорят� о� том,� что� россияне� готовы�
доверить�ИИ�задачи�медицины,�но�с�осторожно-
стью:� пока� каждыƃ� второƃ� чувствовал� бы� себя�
некомфортно,�положись�их�врач�на�ИИ�при�диа-
гностике�и�лечении4.�Исследование�среди�врачеƃ�
показало�их�положительное�отношение�использо-
ванию�технологиƃ�ИИ�в�здравоохранении.�Вместе�
с�тем,�для�этоƃ�группы�характерен�низкиƃ�уровень�
профессиональных� знаниƃ� о� возможностях� ИИ.�
4� Неƃросеть�в�белом�халате,�или�Новая�эра�медицины?�Исследование�ВЦИОМ.�19�ноября�2024.�–�URL:�https://wciom.ru/analytical-
reviews/analiticheskii-obzor/neiroset-v-belom-khalate-ili-novaja-ehra-mediciny�(дата�обращения:�15.12.2024).
5� YouGov�/�Control�AI�Results�18th�–�19th�October�2023.�–�URL:�https://yougov.co.uk/(popup:search/Control%20AI%20Survey%20
Results)�(дата�обращения:�23.11.2024).
6� Global�Views�on�A.I.�2023.�How�people�across�the�world�feel�about�artificial�intelligence�and�expect�it�will�impact�their�life.�July�2023.�–�
URL:�https://www.ipsos.com/sites/default/files/ct/news/documents/2023-07/Ipsos�Global�AI�2023�Report-WEB.pdf�(дата�обращения:�
11.12.2024).
7� International�survey�of�public�opinion�on�AI�safety.�A�new�survey�of�public�opinion�in�nine�countries�shows�widespread�support�for�AI�
safety� testing.� –� URL:� https://www.gov.uk/government/publications/international-survey-of-public-opinion-on-ai-safety� (дата� обраще-
ния:�18.12.2024).
8� Americans’� Opinions� on� Artificial� Intelligence.� March� 2025.� –� URL:� https://today.yougov.com/topics/technology/explore/topic/
Artificial_Intelligence�(дата�обращения:�29.11.2024).

Зафиксированы� проблемные� области,� снижаю-
щие�доверие�врачеƃ�к�ИИ�[20].�

При�разработке�программы�исследования�так-
же�были�приняты�во� внимание�зарубежные� дан-
ные� об� ожиданиях� и� представлениях� в� предмет-
ноƃ� области.�Общая�информированность� об�ИИ�
в� различных� странах� находится� на� достаточно�
высоком� уровне.� Порядка� 75–80%� респондентов�
отметили,�что�им�известно�(в�тоƃ�или�иноƃ�мере)�
об�этом�явлении.�Об�этом�в�частности�свидетель-
ствуют�исследования�в�Великобритании5,� Герма-
нии�[21],�Японии�[22].�Вместе�с�тем,�доля�тех,�кто�
знает� об� ИИ� достаточно� много,� является� суще-
ственно�меньшеƃ�(10–15%).�

В�ряде�проектов�был�изучен�вопрос�о�представ-
лениях�респондентов�о�возможном�влиянии�ИИ�на�
различные�сферы�жизнедеятельности�людеƃ.�Так,�
в� рамках� международного� проекта,� проведенного�
компаниеƃ�IPSOS�в�31�стране�в�2023�году�(репре-
зентативная� выборка� в� каждоƃ� из� стран)� респон-
дентам� было� предложено� оценить,� как� повлияет�
на�изменения�в�их�жизни�рост�использования�ИИ�
в� ближаƃшие� 3–5� лет?� Показательно,� что� сфера�
здоровья�оказалась�в�первоƃ�троƃке�наиболее�упо-
минаемых�областеƃ,�в�которых�использование�ИИ,�
согласно�массовым�ожиданиям,�будут�способство-
вать� изменениям� к� лучшему6.� О� сходном� тренде�
свидетельствуют�и�другие�исследования7�[23].�

В� фокусе� внимания� исследованиƃ� находился�
вопрос�о�доверии�к�применению�ИИ�в�здравоох-
ранении.� Обратимся� к� данным� сравнительного�
исследования�в�17�странах,�представляющим�все�
регионы� мира,� проведенного� в� 2022� году� ком-
паниеƃ� KPMG.� Здесь� было� зафиксировано,� что�
доля�«доверяющих»�ИИ�в�здравоохранении�ока-
залась�больше�доли�«не�доверяющих»�в�1,75�раза.�
Распределение� ответов� на� вопрос� о� готовности�
делиться� персональными� данными� с� системами�
ИИ� в� здравоохранении� было� следующим:� 50%�
были�готовы�делиться�персональноƃ�информаци-
еƃ;�26%�–�не�готовы;�24%�–�не�выразили�мнения�
по�этому�вопросу.�В�целом�уровень�доверия�к�ИИ�
оказывается� выше� в� странах� с� развивающимися�
экономиками�(Бразилия,�Индия,�Китаƃ�и�др.)�по�
сравнению�со�странами�Западноƃ�Европы,�США,�
Японии� [24].� Принятие� практик� использования�
ИИ�в� большеƃ� степени� присуще�мужчинам,� чем�
женщинам;�молодежи;�лицам�с�более�высоким�об-
разованием�и�доходом8�[22].�
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 ■ РЕЗУЛЬТАТЫ
Представления� населения� о� положительных�

следствиях�и�рисках�внедрения�технологиƃ�ИИ�в�
здравоохранение

Изложение�результатов�начнем�с�краткоƃ�ха-
рактеристики�общего�контекста�исследования�–�
уровня�информированности�о�технологиях�ИИ.�
Согласно�результатам,� более� 80%�опрошенных�
были� в� тоƃ� или� иноƃ� степени� знакомы� с� этим�
явлением.�Причем�степень�информированность�
об� ИИ� среди� респондентов� была� различноƃ:�
«знали� о� технологиях� ИИ� достаточно� много»�
– 15%;� «знали,� но� немного»� –� 48%;� «слышали
только� это� название»�–� 19%;�«ничего�не� знали�
об�этом»�–�13%;�«затруднились�ответить»�–�5%.�
Технологии�ИИ�являются�относительно�новым�

и� сложным� явлением.� Вместе� с� тем� нельзя� не�
учитывать� достаточно� высокиƃ� уровень� ме-
диƃного� внимания,� которое� в� последние� годы�
уделяется� этоƃ� теме� в� информационном� про-
странстве.� Кроме� того,� все� большее� число� лю-
деƃ�сталкивается�с�распространением�бытовых�
устроƃств�с�элементами�ИИ�в�своеƃ�повседнев-
ноƃ� практике.� Это,� по� всеƃ� видимости,� может�
находить�свое�выражение�в�широкоƃ�известно-
сти,� но� вместе� с� тем� относительно�неглубоком�
знании� о� технологиях� ИИ,� характеризующем�
сегодня�массовое�сознание.�

Какими� являются� представления� населения�
о�положительных�и�проблемных�следствиях�вне-
дрения� технологиƃ�ИИ� в� области� здравоохране-
ния?�Данные�об�этом�приведены�в�таблицах�1�и�2.�

Таблица�1�–�Представления�о�положительных�сторонах�внедрения�технологиƃ�ИИ�в�здравоохранение,�
%�от�числа�опрошенных

Table�1�–�Perceptions�of�the�positive�aspects�of�introducing�AI�technologies�into�healthcare,��
%�of�respondents

Согласен Не�
согласен

Затруднились�
ответить Всего

Повышение�результативности�лечения 61,4 23,3 15,4 100,0

Снижение�затрат�на�лечение 55,8 28,8 15,4 100,0

Повышение�эффективности�
здравоохранения�в�целом 49,2 32,7 18,1 100,0

Расширение�возможностеƃ�лечения�для�
пациентов 54,1 27,8 18,1 100,0

Более�эффективное�использование�
ресурсов�медицинских�учреждениƃ 52,5 28,4 19,1 100,0

Повышение�качества�персонального�
обслуживания�пациентов 52,3 29,4 18,3 100,0

Таблица�2�–�Представления�о�рисках,�связанных�с�внедрением�технологиƃ�ИИ�в�здравоохранение,�
%�от�числа�опрошенных

Table�2�–�Perceptions�of�risks�associated�with�the�introduction�of�AI�technologies�in�healthcare,��
%�of�respondents

Согласен Не�
согласен

Затруднились�
ответить Всего

Понижение�квалификации�врачеƃ,�
которые�будут�больше�полагаться�на�
технологии,�а�не�на�свои�знания�и�опыт

51,2 37,0 11,8 100,0

Возможная�предвзятость�рекомендациƃ 46,0 37,5 16,6 100,0

Манипулирование�данными�
искусственного�интеллекта 44,8 38,9 16,3 100,0

Отсутствие�понимание�того,�как�системы�
искусственного�интеллекта�производят�

свои�рекомендации
46,2 33,6 20,2 100,0

Потеря�конфиденциальности�
персональных�данных�пациентов 43,7 37,8 18,5 100,0
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В�контексте�преимуществ�использования�тех-
нологиƃ�ИИ�в�здравоохранении�выделим�ряд�мо-
ментов.� Наибольшая� доля� респондентов� (61%)�
ожидает�в�этоƃ�связи�повышения�результативно-
сти� лечения.� Причем� уровень� несогласия� с� этоƃ�
оценкоƃ� оказался� среди� респондентов� наимень-
шим�(23%)�по�сравнению�с�несогласием�с�другими�
оценочными� суждениями.� Прочие� положитель-
ные�ожидания�от�использования�технологиƃ�ИИ�
в�здравоохранении�(снижение�затрат�на�лечение;�
повышение� эффективности� здравоохранения� в�
целом;� расширение� возможностеƃ� лечения� для�
пациентов;�более�эффективное�использование�ре-
сурсов�медицинских�учреждениƃ;�повышение�ка-
чества� персонального� обслуживания� пациентов)�
разделяли�49–56%�опрошенных.�

Среди� оценок,� отражающих� негативные� ожи-
дания� в� связи� с� внедрением� технологиƃ� ИИ� в�
здравоохранение,�наибольшиƃ� уровень� поддерж-
ки�получило� суждение� о� возможном�понижении�
квалификации�врачеƃ,�которые�будут�больше�по-
лагаться�на�технологии,�а�не�на�свои�знания�и�опыт�
(51%)9.� Вместе� с� тем� на� другие� предполагаемые�
негативные�или�рисковые�следствия�(возможную�
предвзятость� рекомендациƃ;� манипулирование�
данными�искусственного� интеллекта;� отсутствие�
понимания�того,�как�системы�искусственного�ин-
теллекта�производят�свои�рекомендации;�потерю�
конфиденциальности� персональных� данных� па-
циентов)�также�указало�значимое�число�опрошен-
ных�–�в�пределах�44–46%.�

Заметим�также,�что�соотношение�долеƃ�респон-
дентов,�согласных�и�не�согласных�с�положительны-
ми�и�рисковыми�следствиями� внедрения� техноло-
гиƃ�ИИ�в�здравоохранение,�являются�различными.�
Так,�в�связи�с�оценками�положительных�следствиƃ�
соотношение� долеƃ� согласных� и� не� согласных� со-
ставило�в�среднем�1,9.�По�отношению�к�рисковым�
следствиям�внедрения�технологиƃ�ИИ�в�здравоох-
ранение�соотношение�долеƃ�согласных�и�не�соглас-
ных�оказалось�в�среднем�существенно�меньше�–�1,3.�
Другими� словами,� поляризация� оценок� в� числен-
ном� плане� оказывается� более� ярко� выраженноƃ� в�
отношении�проблемных�следствиƃ�внедрения�ИИ.�

Приведенные�перечни�оценок�положительных�
и�рисковых�следствиƃ�характеризуют�различные�
стороны� некоторого� совокупного� отношения� к�
внедрению� технологиƃ� ИИ� в� здравоохранение.�

9� В�фокусе�анализа�находились�как�положительные,�так�и�негативные�ожидания�населения�от�внедрения�ИИ�в�здравоохранение.�Далее�
по�тексту�негативные�ожидания�также�определяются�как�ожидания,�связанные�с�рисками�дисфункционального�характера,�которые�могут�
возникать�при�внедрении�технологических�инновациƃ.�Здесь�мы�опираемся�на�общее�понимание�риска�как�ситуативноƃ�характеристики�
деятельности,�состоящеƃ�в�неопределенности�ее�исхода�и�возможных�неблагоприятных�последствиях�в�случае�неуспеха�[25,�с.�305].
10� При�формировании�индексов�исходные�шкальные�признаки�оценочных�суждениƃ�были�перекодированы:�«–1»�–�не�согласен;�
«0»�–�затрудняюсь�ответить;�«+1»�–�согласен.��
11� Для�оценки�того,�насколько�хорошо�согласованы�между�собоƃ�шкалы,�закладываемые�в�индексы,�были�рассчитаны�статистики�
надежности�Альфа�Кронбаха.�Для�Индекса�оценки�возможностеƃ�внедрения�ИИ�этот�показатель�составил�0,752;�для�Индекса�оценки�
рисков,�сопряженных�с�внедрением�ИИ,�этот�показатель�составил�0,806.�Таким�образом,�значения�Альфа�Кронбаха�говорят�о�доста-
точноƃ�надежности�используемых�далее�индексов.�Для�проверки�надежности�индексов�также�использовалась�процедура�факторного�
анализа.�Использовался�метод�главных�компонент.�Все�шаги�процедуры�применялись�отдельно�к�двум�группам�переменных�–�суж-
дениƃ,�характеризующих�возможности�и�риски�внедрения�ИИ.�В�результате�после�вращения�каждая�из�групп�переменных�определя-
лась�в�единыƃ�фактор.�Это�является�подтверждением�правомерности�создания�индексов�из�этих�переменных.

Для� фиксации� этого� были� построены� соответ-
ствующие�индексы.�Индексы�рассчитывались�как�
средние�значения�оценок�возможностеƃ�и�оценок�
рисков,� связанных� с� внедрением� ИИ10.� Приме-
нялись� процедуры� оценки� надежности,� согласно�
которым� имеющиеся� переменные� правомерно�
использовать� для� построения� индексов11.� Срав-
нение� средних� значениƃ� индексов� показало,� что�
совокупные�положительные�ожидания�от�исполь-
зования�ИИ�в�здравоохранении�оказываются�ста-
тистически� более� выраженными� по� сравнению� с�
совокупными�негативными�ожиданиями,�отража-
ющими�возможные�риски�использования�ИИ.

По�данным�исследования,�существует�невысо-
кая,�но�статистически�значимая�связь�между�ин-
дексами�возможностеƃ�и�рисков�и�социально-де-
мографическими�характеристиками�опрошенных.�
Данные�об�этом�приведены�в�таблице�3.�Величина�
Индекса� возможностеƃ� отрицательно� связана� с�
возрастом�респондентов� (т.е.� общее�положитель-
ное�отношение�к�использованию�ИИ�в�здравоох-
ранении� присуще� более� молодым� индивидам).�
Индекс� возможностеƃ� характеризуется� положи-
тельноƃ�связью�с�наличием�высшего�образования,�
а�также�с�уровнем�доходов�респондентов.�Для�Ин-
декса�рисков�характерны�обратные�зависимости:�
более� высокие� оценки� риска� использования�ИИ�
в�здравоохранении�сопряжены�с�ростом�возраста�
респондентов;� характерны� для� лиц� с� меньшими�
доходами�и�уровнем�образования�–�ниже�высшего.

� В� рамках� исследования� был� рассмотрен� во-
прос� об� удовлетворенности� респондентов� уров-
нем� медицинского� обслуживания� в� регионе� их�
проживания.�Распределение�ответов�было�следу-
ющим:�63%�были�удовлетворены�или�скорее�удов-
летворены;� 31%� –� не� удовлетворены� или� скорее�
не� удовлетворены;� 6%� –� затруднились� ответить.�
Анализ�показал,� � что� существует�значимая�связь�
между�индексами�возможностеƃ�и�рисков�исполь-
зования�ИИ�в� здравоохранении�и�удовлетворен-
ностью� уровнем� медицинского� обслуживания� в�
регионе� проживания� респондента.� Те,� кто� пози-
тивно� настроен� в� отношении� качества� медицин-
ского� обслуживания�в�своем�регионе,�дает� более�
высокие� оценки� возможностям� использования�
ИИ� в� здравоохранении.� Обратная� тенденция�
своƃственна�тем,�кто�негативно�настроен�в�отно-
шении�качества�медицинского�обслуживания.
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Таблица�3�–�Коэффициенты�корреляции�индексов�возможностеƃ�и�рисков,�связанных�с�ожиданиями�
от�внедрения�технологиƃ�ИИ�в�здравоохранение,�с�социально-демографическими�признаками
Table�3�–�Correlation�coefficients�of�the�Indices�of�opportunities�and�risks�related�to�expectations�fro �

the�introduction�of�AI�technologies�in�healthcare�with�socio-demographic�characteristics�

Социально-демографические�
признаки

Индекс�возможностеƃ,�связанных�
с�положительными�ожиданиями�
от�внедрения�технологиƃ�ИИ�в�

здравоохранение

Индекс�рисков,�связанных�с�
негативными�ожиданиями�от�
внедрения�технологиƃ�ИИ�в�

здравоохранение

Пол –0,003 –0,062

Возраст�(полных�лет) –,136** ,163**

Наличие�высшего�
образования ,227** –,147**

Доход ,233** –,088*

Приводятся�коэффициенты�корреляции�Спирмена.�
**Корреляция�значима�на�уровне�0,01�(двухсторонняя);�
*Корреляция�значима�на�уровне�0,05�(двухсторонняя).

12� Модель�логистическоƃ�регрессии�является�статистически�значимоƃ.�Показатели�правильности�предсказания�модели�фиксиру-
ют�ее�удовлетворительное�качество.�Общая�правильность�предсказания�–�82,4%.�При�этом�модель�правильно�предсказывает�факт�
доверия�рекомендациям�ИИ�в�здравоохранении�в�87%�случаев;�факт�недоверия�рекомендациям�ИИ�–�в�74,9%�случаев.�Показатель�
псевдо-�R-квадрат�Нагелькерка�равен�0,577.��

Переменные,�влияющие�на�доверие�к�исполь-
зованию�технологиƃ�ИИ�в�здравоохранении

В� рамках� исследования� был� изучен� вопрос� о�
доверии� респондентов� медицинскому� обслужи-
ванию� с� широким� использованием� технологиƃ�
ИИ.� Представления� респондентов� по� этому� во-
просу� были� распределены� следующим� образом:�
55%�были�настроены�доверять;�34%�–�не�доверять;�
11%� –� затруднились� ответить.� Логистическая�
регрессия� позволила� определить� вклад� незави-
симых� переменных� (предикторов)� в� повышение�

вероятности�того,�что�респондент�будет�доверять�
медицинскому�обслуживанию�с�широким�исполь-
зованием� технологиƃ� ИИ.� В� качестве� независи-
мых� переменных� использовались� индикаторы�
трех�групп�переменных:�отношение�к�различным�
сторонам� внедрения�ИИ� в� здравоохранение;� от-
ношение� респондентов� к� новым� технологиям� в�
целом,�включая�технологии�ИИ;�социально-демо-
графические�характеристики.�

Результаты�логистическоƃ�регрессии�приведе-
ны�в�таблице�412.�

Таблица�4�–�Предикторы�доверия�технологиям�ИИ�в�здравоохранении
Table�4�–�Predictors�of�Trust�in�AI�Technologies�in�Healthcare

B Знач. Exp(B)

Отношение�к�возможностям�и�рискам�использования�ИИ�в�здравоохранении

Индекс�оценок�возможностеƃ,�связанных�с�использованием�
технологиƃ�ИИ�в�здравоохранение 1,706 <,001 5,508

Индекс�оценок�рисков,�связанных�с�внедрением�технологиƃ�
ИИ�в�здравоохранение –0,943 <,001 0,389

Согласие�делиться�персональными�данными�с�ИИ�в�здравоохранении�(по�сравнению�с�не�согласными)

Согласные� 1,597 <,001 4,938

Затруднились�ответить 0,702 0,244 2,018

Важность�понимания,�как�работают�новые�технологии��
(база�сравнения�–�те,�для�кого�понимание�этого�не�важно)

«Для�меня�важно�понимать,�как�работают�новые�технологии» 0,764 0,001 2,148

Затруднились�ответить –0,35 0,512 0,704



66

Использование�в�повседневной�жизни�ChatGPT�–�чат-бота�с�ИИ,��
которому�можно�задавать�вопросы�и�получать�ответы�в�текстовом�виде

Пользовались�(по�сравнению�с�не�пользовавшимися) –0,789 0,002 0,454

Уровень�самооценки�компьютерной�грамотности��
(база�сравнения:�компьютером�не�пользуются�или�пользуются�редко,�знают�мало�об�этой�области)

Регулярное�обращение�к�компьютеру,��
пользователь�стандартных�приложениƃ 0,845 0,001 2,327

Пользователь�специализированных�приложениƃ,��
но�не�специалист�в�сфере�информационных�технологиƃ 1,239 <,001 3,453

Профессиональныƃ�компьютерщик�или�специалист�
в�области�информационных�технологиƃ 0,91 0,014 2,484

Пол�(база�сравнения�–�женщины)

Мужчины 0,835 <,001 2,305

Константа –1,714 <,001 0,18

Применялся� пошаговыƃ� метод� анализа� вли-
яния� независимых� переменных� на� зависимую�
переменную.� В� таблице� приводятся� только� те�
предикторы,� которые� оказываются� статистиче-
ски� значимыми.� Для� каждого� предиктора� в� та-
блице�приведены�коэффициенты�B�и�Exp(B).�Чем�
большим�является�значение�В,�тем�больше�веро-
ятность�влияния�предиктора�на�зависимую�пере-
менную.�При�интерпретации�мы�будем�обращать-
ся�к�столбцу�Exp(B).�Этот�показатель�фиксирует�
отношение�шансов�наступления�или�не�наступле-
ния�изучаемого�события�(в�данном�случае�–�дове-
рия�или�недоверия�к�рекомендациям�ИИ).

Согласно� полученным� результатам,� суще-
ствует�несколько�предикторов,�повышающих�ве-
роятность�доверия�к�результатам�использования�
ИИ� в� здравоохранении.� Во-первых,� это�Индекс�
возможностеƃ�использования�ИИ�–�показатель,�
выражающиƃ�среднее�значение�оценок�в�отноше-
нии� различных� положительных� сторон,� сопря-
женных�с�использованием�ИИ�в�медицине.�Зна-
чение�Exp(B)�=�5,508�говорит�о�том,�что�увеличе-
ние�Индекса� возможностеƃ� на� 1� балл� приводит�
к�увеличению�шансов�доверия�к�результатам�ИИ�
в�5,508�раз.�Заметим,�что�Индекс�возможностеƃ�
оказывает� максимальное� среди� прочих� предик-
торов� влияние� на� повышение� вероятности� до-
верия�к�ИИ�в�здравоохранении.�� Также�су-
ществует�другоƃ�предиктор�среди�относящихся�к�
практикам� применения�ИИ� в� здравоохранении,�
имеющиƃ� сопоставимыƃ� уровень� влияния� на�
доверие� к� ИИ,� –� отношение� к� конфиденциаль-
ности� данных.� Логистическая� модель� отражает�
тот�факт,�что�принадлежность�к� группе�тех,� кто�
согласен� делиться� своими� персональными� дан-
ными,�повышает�шансы�доверия�результатам�ИИ�
в�медицине�в�4,938�раза.�

Несколько� меньшим� уровнем� предсказатель-
ноƃ� силы�в�плане� доверия� к�ИИ�обладали�пере-
менные,� характеризующие� отношение� к� новым�

технологиям�в�целом,�а�также�компьютерную�гра-
мотность�респондентов.�Показательно,�что�среди�
представлениƃ�респондентов�об�их�позициониро-
вании�по�отношению�к�новым�технологиям�в�ко-
ординатах� «информированность»,� «понимание»,�
«поведение»� статистически� значимым� оказался�
фактор�понимания.�Т.е.�шансы�доверия�рекомен-
дациям� ИИ� в� медицине� повышаются� среди� тех,�
кому� важно� понимать,� как� работают� новые� тех-
нологии,�–�в�2,148�раза.�Также�повышает�вероят-
ность�доверия�к�ИИ�в�здравоохранении�характер�
самооценок� компьютерноƃ� грамотности� индиви-
дов.�Шансы� доверия� к�ИИ�повышаются� в� груп-
пах:� регулярных� пользователеƃ� компьютеров� и�
стандартных�приложениƃ� (2,327),�пользователеƃ�
специализированных�программ�(3,453).�Несколь-
ко�меньшую�статистическую� значимость�в� связи�
с� доверием� имела� переменная� принадлежности�
к� группе�специалистов�в�области�компьютеров�и�
информационных� технологиƃ.� Среди� социаль-
но-демографических� показателеƃ� статистически�
значимым� предиктором� является� признак� пола.�
При�этом�факт�принадлежности�к�мужчинам�по-
вышает� вероятность� проявления� доверия� к� ис-
пользованию�ИИ�в�здравоохранении�в�2,305�раза.�

Регрессионная� модель� содержит� несколько�
предикторов,�влияние�которых�связано�с�повыше-
нием�недоверия�результатам�ИИ.�Во-первых,�это�
относится�к�Индексу�рисков�использования�ИИ�в�
здравоохранении.�Этот�показатель�в�обобщенном�
виде�отражает�обеспокоенность�респондентов�тем,�
что�применение�ИИ�в�этоƃ�области�может�приво-
дить�к�негативным�следствиям.�Согласно�модели,�
повышение�Индекса�рисков�на�1�балл�приводит�к�
увеличению�шансов� не� доверять� рекомендациям�
ИИ�в� 0,389.� Во-вторых,� повышение� недоверия� к�
ИИ�связано�с�фактом�того,�что�респондент�в�по-
вседневноƃ� жизни� пользовался� чат-ботом� с� ИИ�
ChatGPT.�Так,�в�группе�пользователеƃ�этим�техно-
логическим� устроƃством� вероятность� недоверия�
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рекомендациям�ИИ�в�здравоохранении�возраста-
ет�в�0,454�раза13.�

 ■ ОБСУЖДЕНИЕ
Результаты� исследования� позволяют� охарак-

теризовать� общиƃ� информационныƃ� контекст� –�
знание�респондентов�о�феномене�ИИ.�Около�4/5�
участников�исследования�заявили,�что�знакомы�с�
этим�понятием�(с�тоƃ�или�иноƃ�степенью�детали-
зации).�Вместе�с�тем,�существенно�меньшая�часть�
опрошенных�(не�более�пятоƃ�части�респондентов)�
указали� на� свое� достаточно� глубокое� знание� об�
этом� явлении.� В� плане� количественных� оценок�
информированности�об�ИИ�россиƃская�ситуация�
имеет�сходные�черты�с�ситуациеƃ�в�других�стра-
нах� [21;� 22].� Среди� обстоятельств,� способствую-
щих�этому,�обратим�внимание�на�следующие�мо-
менты:�тема�ИИ�является�в�последние�годы�одноƃ�
из� актуальных�в� глобальноƃ�повестке�и�в�массо-
воƃ�культуре�в�целом;�разнообразные�устроƃства�
с�применением� технологиƃ�ИИ�все�активнее�ис-
пользуются� в� самых� разных� областях� современ-
ного�общества,�становясь�составляющими�повсед-
невноƃ�жизни�людеƃ.

Перспективы�широкого�использования�ИИ�
в� здравоохранении� получили� разнонаправ-
ленные� оценки� населения.� Причем� величина�
средних� оценок� положительных� ожиданиƃ� от�
внедрения� этоƃ� технологии� (Индекс� возмож-
ностеƃ)� оказывается� несколько� выше� величи-
ны� средних� оценок� отрицательных� ожиданиƃ�
(Индекса�рисков),� связанных� с�использовани-
ем�технологии�ИИ�в�этоƃ�области.�Новые�воз-
можности,� которые� опрошенные� связывают� с�
использованием�ИИ,� соотносятся� с� качеством�
персонального� обслуживания� и� результатив-
ностью�лечения;�снижением�затрат�на�лечение;�
эффективностью� здравоохранения� в� целом.�
Риски�внедрения�ИИ�рассматривались�в�связи�
с�возможным�понижением�квалификации�вра-
чеƃ;� сложностью�понимания,�как�системы�ИИ�
формируют� рекомендации;� проблемоƃ� конфи-
денциальности�данных�пациентов.�

Величина�Индекса� возможностеƃ�ИИ�в� здра-
воохранении�значимо�коррелирует�с�более�моло-
дым� возрастом,� наличием� у� респондентов� выс-
шего�образования�и�более�высокого�дохода.�Ори-
ентируясь�на� опубликованные�ранее�результаты,�
правомерно� утверждать,� что� устоƃчивыми� атри-
бутами�принятия� технологиƃ�ИИ,� в� том�числе� в�
сфере� здравоохранения� являются� относительно�

13� Используемые�для�анализа�предикторы�были�исследованы�на�коллинеарность,�т.е.�на�возможное�взаимодеƃствие�между�незави-
симыми�переменными.�Выше�отмечалось,�что�индексы�возможностеƃ�и�рисков�использования�ИИ�в�здравоохранении�статистически�
значимо�коррелируют�с�удовлетворенностью�медицинским�обслуживанием;�социально-демографическими�переменными�–�возрас-
том,�наличием�высшего�образования,�уровнем�дохода.�Отдельные�расчеты�показали�также�наличие�связи�индексов�с�фактом�исполь-
зования�в�повседневноƃ�жизни�бытовых�технических�устроƃств�с�ИИ�(устроƃства�для�умного�дома,�голосовые�помощники�и�др.).�В�
ходе�логистического�анализа�было�установлено,�что�каждая�из�этих�переменных�в�отдельности�повышает�вероятность�доверия�к�ИИ�
в�здравоохранении.�Вместе�с�тем,�при�последовательном�добавлении�предикторов�в�модель�становится�очевидным,�что�наличие�таких�
мощных�переменных�влияния,�как�индексы�возможностеƃ�и�рисков,�сводит�на�нет�влияние�перечисленных�выше�переменных.�В�этоƃ�
связи�было�принято�решение�об�исключении�их�из�процедуры�логистического�анализа.

молодоƃ�возраст�и�наличие�более�высокого�уров-
ня�образования�[21].�

Среди�россиƃского�населения�преобладают�на-
строения�доверия�медицинскому�обслуживанию,�
в� котором�будут�использоваться� технологии�ИИ�
для�улучшения�диагностики�и�определения�наи-
лучших�результатов�лечения.�Заметим,�что�суще-
ственное�преобладание�доверия�технологиям�ИИ�
в� здравоохранении� не� является� своƃственным�
только�для�нашеƃ�страны.�Информация,�получен-
ная�в�рамках�проведенного�нами�исследования�о�
величине�доверия,�оказалась�сопоставимоƃ�с�дан-
ными� репрезентативных� зарубежных� проектов,�
в�которых�рассматривался�вопрос�доверии�ИИ�в�
здравоохранении�[24].�

Результаты�логистическоƃ�регрессии�позволи-
ли�определить�независимые�переменные,�повыша-
ющие�вероятность�доверия�медицинскому�обслу-
живанию�с�широким�использованием�технологиƃ�
ИИ.�Максимально�увеличивают�шансы�проявле-
ния�доверия�две�переменные:�Индекс�возможно-
стеƃ�использования�ИИ�в�здравоохранении�и�со-
гласие�респондентов�делиться�своими�персональ-
ными� данными� с� технологиями�ИИ.�Напомним,�
что�Индекс�возможностеƃ�ИИ�в�обобщенном�виде�
отражает�ожидания�респондентов�от�технологиƃ�в�
плане�лечения�и�обеспечения�медицинских�услуг.�
Т.е.�зафиксированная�зависимость�говорит�о�том,�
что�большие�надежды�на�технологии,�способные,�
по�мнению�людеƃ,�сделать�их�жизнь�более�здоро-
воƃ,� оказываются� сопряженными� с� ростом� дове-
рия�к�этим�технологиям.�Сходная�закономерность�
в� части�медицинских� технологиƃ� с�ИИ�была� за-
фиксирована�и�в�зарубежных�исследованиях�[8].

Регрессионная� модель� включает� также� пере-
менные,� касающиеся� технологическоƃ� ориенти-
рованности� участников� исследования,� которые�
также�повышают�(хотя�и�не�столь�сильно)�шансы�
увеличения�доверия�к�рекомендациям�ИИ�в�здра-
воохранении.�Это� касается� важности� понимания�
для� респондентов,� как� работают� новые� техноло-
гии;�общеƃ�компьютерноƃ�грамотности�опрошен-
ных.� В� социально-демографическом� плане� веро-
ятность�проявления�доверия�оказывается�прису-
щеƃ�мужчинам�по�сравнению�с�женщинами.�

Уменьшение� вероятности� доверия� связано� с�
ростом� величины�Индекса� рисков�ИИ� в� здраво-
охранении,� характеризующего� обеспокоенность�
респондентов� возможноƃ� потереƃ� квалифика-
ции� врачеƃ,� проблемами� с� персональными� дан-
ными,� сложностью� понимания� работы� новых�
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технологиƃ.� Отрицательно� связанным� с� довери-
ем� ИИ� в� здравоохранении� также� оказался� факт�
использования�чат-бота�с�ИИ�ChatGPT.�Эта�тех-
нология� является� на� сегодня� одноƃ� из� наиболее�
продвинутых�из�доступных�в�повседневноƃ�жиз-
ни�устроƃств�с�ИИ.�Можно�предположить,�что�в�
данном� случае� практики� использования� оказа-
лись�неоднозначными�и�не�всегда�способствовали�
росту�доверия�результатам�возможного�использо-
вания�ИИ� в� здравоохранении14.� Кроме� того,� это�
обстоятельство� подтверждает� тот� факт,� что� вы-
сокая� включенность� людеƃ� в� новые� технологии,�
высокиƃ� уровень�образования�в� этоƃ� области�не�
всегда�положительно�связан�с�однозначным�при-
нятием�технологиƃ�ИИ�[26].�

Согласно� исследованию,� ожидания� в� связи� с�
перспективами�внедрения�ИИ�в�здравоохранение�
соотносятся� с� удовлетворенностью� людеƃ� меди-
цинским� обслуживанием� в� регионе� их� прожива-
ния.� Данные� показывают,� что� существует� стати-
стически� значимая� положительная� связь� между�
Индексом�ожиданиƃ�от�широкого�использования�
ИИ�и�уровнем�удовлетворенности�медицинским�
обслуживанием.�Так,�технологические�инновации�
оказываются�увязанными�с�текущим�социальным�
контекстом,�поскольку�тема�медицинского�обслу-
живания�находится�в�ряду�5–7�наиболее�актуаль-
ных�проблем,�беспокоящих�россиян�[27].�

Выше�отмечалось,�что�перспективы�использо-
вания�ИИ�в�здравоохранении�сопряжены�не�толь-
ко� с� возможностями,� но� и� с� рисками.� Согласно�
результатам,� озабоченность� респондентов� вызы-
вают� вопросы� конфиденциальности,� возможные�

14� Здесь� надо� принять� во� внимание,� что� использование� респондентами� других� устроƃств� (например,� голосовых� помощников,�
устроƃств�для�умного�дома)�оказывается�положительно�связанным�с�доверием�ИИ.
15� Аналитики�оценили�рост�утечек�персональных�данных�в�России.�11�марта�2024.�–�URL:�https://www.rbc.ru/society/11/03/2024/
65ec41e89a7947dc41bd43f9��(дата�обращения:�18.11.2024).
16� Как�нас�будут�лечить�через�20�лет?�Интервью�руководителя�Экспертного�совета�ЭИСИ�Глеба�Кузнецова.�29�ноября�2024�г.�–�URL:�
https://wciom.ru/expertise/kak-nas-budut-lechit-cherez-20-let�(дата�обращения:�24.12.2024).

злоупотребления� данными.� Полученные� резуль-
таты� соотносятся� с� мировым� трендом� –� в� ряде�
исследованиƃ� отмечается� потребность� пользова-
телеƃ�в�обеспечении�безопасности�персональных�
данных� при� внедрении� технологиƃ� ИИ,� в� том�
числе�в� сфере�медицины�[21;�23].�Наряду�с� этим�
стоит�учитывать,�что�в�нашеƃ�стране�в�последние�
годы�наблюдается�рост�противоправных�деƃствиƃ�
с� персональными� данными� в� цифровоƃ� среде15.�
Запрос�на�обеспечение�безопасности�данных�в�та-
коƃ� чувствительноƃ� сфере,� как� здоровье� людеƃ,�
требует� особого� внимания.� Одним� из� ключевых�
при�этом�является�вопрос�о�том,�как�и�кем�соби-
раются,�хранятся�и�используются�данные,�в�какоƃ�
мере�использование�данных�соотносится�с�соблю-
дением�прав�граждан.

Обратим�также�внимание,�что�среди�негативных�
ожиданиƃ� внедрения�ИИ�в� здравоохранение�чаще�
всего�респонденты�отмечали�возможное�понижение�
квалификации� врачеƃ,� которые� будут� больше� по-
лагаться�на�технологии,�а�не�на�свои�знания�и�опыт.�
По�всеƃ�видимости,�подобные�ожидания�соотносят-
ся,�среди�прочего,�с�представлениями�людеƃ�о�том,�
что� инновационные� возможности� технологиƃ� ИИ�
должны�быть�эффективным�дополнением�опыта�и�
профессионализма� врачеƃ� как� фундаментального�
фактора�медицинского�обслуживания.�В�этоƃ�связи�
справедливоƃ,�на�наш�взгляд,�является�точка�зрения�
о�том,�что�при�внедрении�технологиƃ�ИИ�в�здраво-
охранение�никуда�не�уƃти�от�того,�что�только�врач�
«обладает�клиническим�чутьем,�смелостью,�способ-
ностью� поƃти� нестандартным� путем,� когда� этого�
требует�ситуация»16.�
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